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Abstract Computational approaches based on Molec-
ular Dynamics simulations, Quantum Mechanical
methods and 3D Quantitative Structure-Activity Rela-
tionships were employed by computational chemistry
groups at the University of Milano-Bicocca to study
biological processes at the molecular level. The paper
reports the methodologies adopted and the results
obtained on Aryl hydrocarbon Receptor and homolo-
gous PAS proteins mechanisms, the properties of prion
protein peptides, the reaction pathway of hydrogenase
and peroxidase enzymes and the defibrillogenic activity
of tetracyclines.

Keywords Prion protein peptide · 3D-QSAR ·
Protein structure prediction · Protein structural
flexibility · DFT calculations · Catalysis

1 Introduction

The computational approach taken in our research on
biological processes focuses mainly on three methodo-
logical areas. One includes a variety of methods based
on Molecular Mechanics (MM), Molecular Dynamics
(MD) and Statistical Mechanics, and Monte Carlo
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methods (MC) [1–4]. The second is an approach based
on advanced Quantum Mechanical (QM) methods
applied to model systems, the aim being to obtain an
accurate description of the enzyme reaction path [5–9].
The third is an approach aimed at obtaining statistical
models through an analysis of data inferring relative
Quantitative Structure-Activity Relationships (QSAR)
[10–17].

As is well known, approaches based on MD and
MC theories are the only ones presently available to
study complex systems like proteins in solution; in such
approaches all water molecules are explicitly consid-
ered to be contained in a well dimensioned, and shaped
(periodic), box. Thus the approach to the problem of
protein structure at the classical level is even more acute
when there is the modelling of interaction between pro-
teins themselves, between protein and DNA fragments
or between protein and substrates (as in drug discovery,
toxicology studies or virtual enzyme engineering).

Indeed, MD or MC methods based on classical inter-
action potential are orders of magnitude faster than cor-
responding QM methods which, presently, cannot be
applied for an accurate description to whole protein sys-
tems, but only to a small part of the entire system.

However, MD and MC methods are not completely
free of difficulties, which are generated just by the very
high number of degrees of freedom (about 105). In prac-
tice it is impossible to sample the phase space exhaus-
tively due to the limitations in reliability of the final
results, which are seen in the following: (a) limited sam-
pling (time of simulation), this necessarily corresponds
to a relatively short time window during which only spe-
cific conformational transitions can occur, these being
characterized by very low activation energy or high
frequency; (b) low frequency motions and geometry
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rearrangements not usually accessible within the normal
simulation times (10–30 ns); this is a particularly severe
drawback as, from the biological point of view (e.g.
dynamics of folding/unfolding), long term structural evo-
lutions are very relevant; (c) standard time step strate-
gies do not give a reliable estimate of the true frequency
of conformational transitions, with the obvious conse-
quence that also the energy barriers cannot be quanti-
tatively estimated.

Given our awareness of the difficulties involved, we
took great care when applying the MD and MC meth-
ods (discussed in the following sections) to maximize
the degree of phase space sampling, using the repeated
trajectory technique starting from the same values of
potential energy and total kinetic energy but with differ-
ent distributions of the atomic velocity components.
Furthermore, we adopted the essential dynamics [18]
technique extensively, in order to extract the low fre-
quency motions of biological relevance. The projection
of a whole trajectory, or of selected trajectory time win-
dows over a subspace spanned by a few eigenvectors
of the covariance matrix, allows a clearer interpretation
of the dynamic behaviour of the biomolecules. Specific
examples of such an analysis will be presented in the fol-
lowing sections. An additional aspect, connected to the
actively investigated protein structure determination, is
a new computational scheme which should produce a
reliable score function for the quality of the protein
structure derived from homology modelling procedures
coupled with MD refinement. Several energy functions
(score functions) have been proposed to classify pro-
tein structure quality, but all the proposals make use of
global information of the whole structure. In this con-
text, small deviations localized in very specific protein
regions lose their importance. This could be quite a seri-
ous drawback as local features can be determinants for
the functional properties of a considered protein. The
aim of the investigation described below was to obtain
score functions, based on global and local features, that
make it possible to discriminate between correct and
wrong structural models.

In the area of modelling reaction pathways using QM
methods, active research is in progress to unravel struc-
ture–activity relationships in metal enzymes which con-
trol very basic processes, like the hydrogenases (iron
or nickel–iron enzymes promoting reversible reduction-
oxidation of hydrogen) and vanadium peroxidases
(enzymes promoting a variety of oxidation reactions).

In the field of QM modelling for transition metal com-
plexes, DFT methodology has triggered extensive mod-
elling, leading to a very consistent increase in the area
of applicability together with a consistent reduction in
the computer time needed. Development has been such

that we can now employ a large basis set (TZVP) in our
studies, and feel quite confident about the theoretical
results. As for the computed quantities, the level of the-
ory adopted guarantees the evaluation, at a quantitative
level, of best molecular geometries, reactions and acti-
vation free energies, as well as of vibrational frequencies
and associated atomic displacements.

However, the QM investigation of metal enzymes is
limited by the fact that such complex systems have to be
simplified via the introduction of relatively small molec-
ular models, which, while keeping all the chemical fea-
tures of the active site, necessarily ignore the long range
effects caused by the protein environment. Such limita-
tions could be (partly) overcome using a QM/MM mixed
approach [19].

In this procedure only atoms of the enzyme active
site explicitly involved in reaction with substrates are
treated using quantum chemistry, whereas the chemical
groups surrounding the active site, but not interacting
directly with the substrate, are described classically, i.e.
using MM force-fields. However, it should be pointed
out that, even though the QM/MM approach has already
been successfully employed to investigate the chemistry
of enzymatic systems [20–22], some theoretical issues
still exist, especially those related to the description of
the boundary between the QM and MM regions.

In the area of the statistical modelling of quantitative
structure-activity data (QSAR), new methods aimed at
solving the problems of feature selection and model
derivation are being searched for. One problem lies in
the fact that the number of possible molecular descrip-
tors on which a QSAR model could be based is usually
extremely large, and certainly has redundant descrip-
tors with respect to the essential subspace. In addition,
very large descriptor space dimensions are also usually
accompanied by the appearance of noise and biasing.
Different, well-suited, strategies have been proposed
[23,24] to select only those descriptors likely to yield
regression models with predictive ability. Recently, we
developed a local variable reduction technique [25], and
applied it in our laboratories to reduce the number of
variables to the minimum while keeping the information
content to the maximum. Moreover, the use of genetic
algorithms allows the introduction of general flexibility
in the search of the best model and, at the same time,
offers a simple solution to model validation.

The present paper presents our recent results, the
work presently in progress and the planned future devel-
opment of computational studies on biological systems.
The main focus is on the following subjects:

• Homology modelling and Molecular Dynamics to
investigate the activation mechanism of the Aryl
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hydrocarbon Receptor and homologous PAS pro-
teins;

• Structure-function relationships in specific protein
families: towards the combined use of Molecular
Dynamics and structural prediction method;

• Molecular Dynamics simulations as a tool for the
investigation of structural flexibility and aggregation
propensity in prion protein peptides;

• Quantum mechanical methods in Bioinorganic
Chemistry: the activation of small molecules in
hydrogenase and peroxidase enzyme pathways;

• Developing and applying suitable strategies for vari-
able reduction in 3D-QSAR investigation: the defib-
rillogenic activity of tetracyclines.

Each subject is briefly introduced, and the results are
discussed in Sect. 3.

2 Methods and computational details

2.1 Homology modelling

The templates were structurally aligned pairwise accord-
ing to DALI [26]. The sequence alignments were
obtained by CLUSTALW [27] and the results were also
confirmed by the Align-2D option within MODELLER
8v1 [28]. The protein three-dimensional models were
generated by MODELLER 8 v1, and model quality was
assessed by the PROCHECK [29] and PROSAII [30]
programs. Three-dimensional visualizations were gen-
erated by PyMOL [31].

2.2 Threading

Different threading methods (sequence-structure
fitness) were used to detect remote similarities with
proteins of known 3D structure: 3D-PSSM [32], MGen-
THREADER [33], 123D+ [34], Fugue [35] and Topits
[36]. Three-dimensional models were built using the
Jackal protein modelling software package (http://tran-
tor.bioc.columbia.edu/∼xiang/jackal). Target-template
alignment was submitted to the sub-program Nest, which
generates a 3D model on the basis of a given alignment;
the program optimizes the geometry in torsional space
to remove clashes between atoms, and finally optimizes
the loop regions that are characterized by the presence
of gaps in the alignment. As the final step, the models
underwent molecular mechanics optimization.

2.3 Molecular dynamics simulations

All the simulations were performed with GROMACS
3.1.4 [37,38] using the GROMOS96 43a2 version of the

GROMOS force field; where possible, the version imple-
mented on parallel architecture was used.

The ionization state of charged residues in proteins
was set to mimic a neutral pH environment: Lys and
Arg residues were positively charged, whereas Asp and
Glu were negatively charged. The protonation state of
the histidine residues was predicted with GROMACS
tools and confirmed by visual inspection of the molec-
ular environment of each histidine. In order to make
the overall systems neutral, a number of water mole-
cules equal to the net charge of the protein was replaced
by ions of opposite charge (Cl− and Na+). For peptide
systems, the effect of varying the pH was mimicked by
changing the protonation state of the His residues.

Protein structures, including crystallographic water
molecules when present, were soaked in cubic or
dodecahedral boxes containing SPC water molecules
[39]. In the case of simulation on peptide systems, each
peptide (amidated at the C-terminal and acetylated at
the N-terminal) was simulated as an ‘isolated molecule’
in four solvents of different polarity: water, dimethyl-
sulfoxide (DMSO), hexane and trifluoroethanol (TFE).

The simulations were performed in the NPT or NVT
ensembles, applying periodic boundary conditions. Pro-
tein and solvent were coupled independently with a
300 K thermal bath using the Berendsen thermostat and
a coupling period of 0.1 ps [40]. Long-range electro-
static interactions were calculated using the Particle-
mesh Ewald (PME) summation scheme [41].

The internal degrees of freedom of water molecules
were constrained by the SHAKE algorithm, while all
bond distances in the proteins were constrained using
the LINCS algorithm [42]. The time step was set to 2
fs and, for each system under study, several (4–10) sim-
ulation replicas (10–60 ns trajectories) were generated
starting with different initial configurations, initial veloc-
ity and box dimension. For specific simulations the inter-
acting site method was employed to allow a 4 fs time
step.

In some studies, simulation efficiency and reliability
were evaluated by RMSD matrices, overlapping of rep-
licas on combined trajectories, and cosine content of
the first eigendirections. Moreover, Essential Dynam-
ics analysis [18], performed on the Cα atoms of selected
residues, was applied to MD trajectories to extract infor-
mative directions of motion.

2.4 Quantum mechanical calculations

Theoretical investigations of models of the investigated
active site were mainly carried out within the Density
Functional Theory (DFT) framework, as implemented
in the TURBOMOLE program [43], using the hybrid
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three parameter B3LYP and pure BP86 functionals in
conjunction with a valence triple ζ basis set with
polarization on all atoms (TZVP) [44]. A restricted
framework was employed for closed-shell electronic
structures, whereas unrestricted Kohn-Sham calcula-
tions were carried out for open-shell complexes. Sta-
tionary points of the energy hypersurface were located
by means of energy gradient techniques, and full vibra-
tional analyses were carried out to further characterize
each stationary point.

Free energy (G) values were obtained from electronic
SCF energy considering three contributions to the total
partition function (Q), namely qtranslational, qrotational,
qvibrational, under the assumption that Q may be written
as the product of such terms [45]. In order to evalu-
ate enthalpy and entropy contributions, the tempera-
ture and pressure values were set to 298.15 K and 1
bar, respectively. Rotations were treated classically, and
vibrational modes described according to harmonic
approximation. Effects due to proteic environment were
simply modelled according to the COSMO approach
[46,47]. To better evaluate environmental effects, the
calculations were carried out in vacuum (ε = 1), and
considering a polarizable continuum medium character-
ized by two different ε values (ε = 4 and 40) commonly
used to model proteins [48–52].

2.5 QSAR modelling

All the compounds were considered in their neutral
protonation state and in the zwitterionic form. Partial
atomic charges were calculated by fitting the MEP com-
puted at the ab initio HF-SCF/6-31G** level. The lowest
energy conformations of the compounds were aligned by
rigid-body superimposition of common structural moi-
ety. A grid of 32×29×29 Å dimension and 0.5 Å spaced
points was built, embedding all the molecules and dis-
carding all the points inside the envelope of the van
der Waals surface of at least one molecule. At each
grid point Molecular Electrostatic Potential (MEP) and
non-bonded (van der Waals, vdW) interaction energies
were calculated for all the molecules, using the poten-
tial derived atomic charges and TRIPOS force field [53]
parameters.

At each point, the Pearson correlation coefficient
values between biological activity and MEP (RMEP),
as well as vdW (RvdW), were calculated. Then, points
corresponding to local maximum or minimum values
of R, with respect to the first and the second nearest
points, were searched for. Only local maxima or minima
points, with R > |0.2| and Standard Deviation of MEP
and vdW >1.0 kcal mol−1 and >0.05 kcal mol−1, were
retained. Starting from about 200,000 grid points, the

variable reduction procedure provided 33 (RMEP) and
140 (RvdW) variables to be used in the search for the
most predictive models.

Genetic Algorithm-Variable Subset Selection
(GA-VSS) method [54,55] was used to search for the
best least squares regression models, optimizing the
model prediction power expressed by the leave-one-out
cross validated regression coefficient Q2

LOO. The search
was restricted to models containing from 4 to 6 inde-
pendent variables and several GA-VSS runs have been
performed, each starting from a random population of
100 individuals. Finally, a fully cross-validated regres-
sion coefficient, Q2

20%, with 20% of cancellation groups,
was calculated for the most effective models.

3 Results and discussion

3.1 Homology modelling and molecular dynamics
to investigate the activation mechanism of the Aryl
hydrocarbon receptor and homologous PAS
proteins

Besides the number of computational studies carried
out in the last decade for the development of new drugs
or chemicals, there has arisen, more recently, a need
to further develop methodologies for the prediction of
more complex phenomena such as toxicity. The manifes-
tation of a toxic phenomenon is the result of a cascade
of biochemical events and transformations that, in the
cases of receptor-mediated toxicity, involve high affin-
ity binding to a receptor as the initial step. In several
cases structural information on the receptor is lacking,
thus the combined use of bioinformatics and molecular
modelling methods can prove very effective.

In this framework we have, in recent years, performed
a study on molecular events that regulate the activation
mechanism of the Aryl hydrocarbon Receptor (AhR).
This is a cytoplasmatic protein that plays a key role
in mediating the toxic and biological effects of a vari-
ety of chemicals, among which are environmental
contaminants such as the halogenated aromatic hydro-
carbons (HAHs) and the polycyclic aromatic hydrocar-
bons (PAHs). Exposure to numerous HAHs, including
2,3,7,8-TetraChloro Dibenzo-p-Dioxin (TCDD), the
most potent member of this class of chemicals, produces
a wide variety of species- and tissue-specific toxic and
biological effects [56]. In the cytosol, AhR is present
as a multiprotein complex that, following ligand bind-
ing, is presumed to undergo conformational changes,
exposing a nuclear localization sequence, and then to
translocate into the nucleus. Here AhR dissociates from
the protein complex and dimerizes with ARNT (AhR
Nuclear Translocator). Finally, the liganded heterodimer
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Fig. 1 Cartoon
representation of the mAhR
LBD structure obtained by
homology modeling, using:
a the FixL template; b the
HIF- 2α and ARNT
templates. The different
arrangements of the helical
connector and the connecting
loops are highlighted

can interact with its specific DNA recognition
site [57].

The aim of our work was to model ligand-receptor
interactions at the molecular level to rationalize the
differences observed in ligand binding affinities, as well
as to highlight conformational changes in the ligand
binding domain (LBD) that lead to AhR activation
and the signaling mechanism. In the past such an anal-
ysis was prevented by the lack of information on the
three-dimensional structure of the AhR LBD. How-
ever, in recent years, the availability of the experimen-
tal structures of homologous proteins belonging to the
Per-ARNT-Sim (PAS) superfamily has allowed us to
develop a homology model of mouse AhR LBD, and
to propose initial hypotheses regarding the domain fea-
tures important to its functional activity. Site-directed
mutagenesis experiments have also been performed,
aimed at validating our proposal by analysing the effects
of mutations in some key positions on the AhR TCDD-
and DNA-binding.

Comparative modelling work suggested the possibil-
ity of obtaining information on the signal transduction
mechanism of AhR, by comparing it with the known
mechanisms of homologous proteins belonging to the
PAS superfamily. These proteins cover a wide spec-
trum of cellular responses, with highly specialized mech-
anisms, to different signals. Despite the evolutionary
divergence of the sequences, these proteins share a high
structural conservation of the receptive domain. Indeed,
in a study on the dynamical behaviour of these domains,
Molecular Dynamics methods were applied to them in
order to obtain comparative information on their con-
formational and functional properties.

The first theoretical model for mAhR LBD was devel-
oped [58,59] by homology modelling techniques, on the

basis of the crystal structures of three homologous PAS
proteins: the bacterial photoactive yellow protein, PYP,
the human potassium channel HERG, and the heme
binding domain of the bacterial O2 sensing FixL pro-
tein. Despite the low level of sequence identity, the three
PAS structures show a high structural conservation of
the α+β fold. This includes a five-stranded β-sheet hung
on a long central helix (helical connector) and a bulge of
three small helices. At that time the analysis suggested
FixL as the best template structure [60]. Despite the
low atomic resolution, due to the low sequence iden-
tities with the available reference structures, this first
structural proposal (Fig. 1a) led to preliminary hypoth-
eses on the residues that might be involved in ligand
binding, and these stimulated site-directed mutagenesis
experiments. In a study aimed at demonstrating whether
AhR can mediate enhanced transcriptional activity in
the absence of ligand binding [61], two point mutants,
A375I and A375F, were generated on the basis of the
above model. In fact, the observation that the ALA375
side chain protrudes into the middle of the modelled lig-
and binding pocket suggested that the introduction of
side chains with considerably increased steric hindrance
in such a key position could hinder ligand binding. Both
mutants failed to bind ligands or exhibit enhanced activ-
ity in cells exposed to AhR ligands, thus confirming
our preliminary hypothesis on the ligand binding pocket
location and general features.

A number of PAS structures have been derived by
NMR spectroscopy or X-ray diffraction in recent years:
that of the fern photoreceptor, Phy3, of the human PAS
Kinase, hPASK, of the human hypoxia-inducible fac-
tor 2α, HIF-2α, of the mouse nuclear coactivator 1,
NcoA, of the Drosophila clock protein PERIOD, dPER
and of the human Aryl Hydrocarbon Receptor Nuclear
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Translocator, ARNT. Among these structures, those of
HIF-2α [62] and ARNT [63] deserve particular atten-
tion as these proteins share some key functional similar-
ities with AhR and, accordingly, their PAS B domains
show the highest degrees of sequence identity (31.1 and
21.2%) and similarity (62.1 and 53.8 %) to mAhR, con-
sidering all the presently available PAS structures.

In the different PAS domains the helical connector is
displaced from the β-sheet in different ways, designing
a cavity suitable for arranging different kinds of cofac-
tors. Therefore the choice of the template structures is
crucial for modelling the AhR LBD and, consequently,
the ligands’ access to the cavity. To address this prob-
lem, different mono- and multi-template models were
developed and the quality of modelled structures was
carefully assessed [64,65]. On the basis of this analy-
sis, the bi-template model based on HIF-2α and ARNT
PAS domain structures (Fig. 1b) was selected as the
most reliable one. As expected, while the general fea-
tures of the different modelled LBDs are conserved,
differences are observed in the helical connector posi-
tion and, consequently, in the cavity entrance location.
In the most reliable models the cavity entrance resem-
bles those of HERG, Phy3, HIF-2α and ARNT, and
the cavity entrance falls at the opposite side of the heli-
cal connector with respect to FixL and the first mAhR
model (compare Fig. 1a and b).

To confirm the features of the modelled binding cav-
ity, site-directed mutagenesis experiments were
performed [64,65]. The effects of point-mutations were
measured on the basis of TCDD- and DNA-binding
activity. The results support the proposed HIF-2α/
ARNT model, and confirm that the modelled cavity is
indeed involved in ligand binding. In fact, mutations of
residues that fall beyond the modelled LBD pocket do
not affect AhR TCDD- and DNA-binding, whereas res-
idues for which there is at least one mutation adversely
affects the binding point in the modelled cavity. Some
of the mutagenesis results are also consistent with the
binding cavity features of the previous model. For exam-
ple, mutations of ALA375, which in both models fall in
the middle of the LBD pocket, indicate more hindering
residues, dramatically reducing the TCDD and DNA
binding of mAhR. However, three of the residues, in
which mutation does not affect binding and that accord-
ingly reside on the external domain surface in the HIF-
2α/ARNT model, lie in key positions inside the pocket in
the FixL-based model [58,59]. These observations sup-
port our hypothesis concerning the greater reliability of
the last model and the proposal of ligand access to the
interior of the binding cavity.

In recent years, significant efforts have also been
directed towards rationalising the mechanisms

employed by PAS domains to convert input stimuli into
signals that propagate to downstream partners. One
of the most intriguing suggestions that has emerged
is that the functionality of the PAS module is intrin-
sically dynamic, and that flexibility at the receptive sites
plays a central role in promoting significant pathways
of conformational changes, subsequently transmitted to
extra-domain units through suitable domain interfaces.
Therefore to gain insight into the dynamic features of
the superfamily, a comparative analysis was performed
[66] on the conformational flexibilities of a set of known
PAS structures. These include the X-ray structures for
the receptive states of PYP, HERG, FixL and Phy3, as
well as the NMR ensembles of structures of hPASK and
HIF-2α.

The computational cost of nanosecond Molecular
Dynamics simulations is quite high, especially when the
use of explicit solvent and detailed long-range electro-
static descriptions are necessary to correctly address the
physical behaviour of the system. However, recent work
has reported that incorrect sampling can be mislead-
ing in analysing molecular dynamics results, especially
when studies involve Essential Dynamics where insuffi-
cient sampling can lead to a complete misinterpreta-
tion of the results, masking diffusive motion in random
directions within the shape of essential motion [67,68].
Effective indexes of sampling reliability are the exten-
sion of conformation re-sampling in the phase space,
evaluated by the RMSD matrices, the overlap values of
increasing portions of the simulation with the overall
trajectory [68] and the cosine content of the first eigen-
directions derived from the covariance analysis [67]. On
the basis of the evaluation of these indexes it was con-
cluded that extensive conformational space sampling is
needed to obtain a reliable picture of the dynamics of
PAS structures. In fact, while none of these was exten-
sively described by a single 10 ns simulation, the choice
of joining four 10 ns simulation replicas, obtained by
starting from the same structure but with different sets
of atomic velocities, guaranteed a better sampling with
acceptable setting up and computational times.

Essential Dynamics analysis is a well documented
application of Principal Component Analysis to Molec-
ular Dynamics data [18], aimed at extracting informative
directions of motion in a multidimensional space, thus
reducing the overall complexity of the simulation and
isolating motion important to the system. The advan-
tage of this analysis is that it gives the possibility of
highlighting spatially correlated motions, and of extract-
ing most of the useful information located in the low
frequency modes that are usually involved in conforma-
tional transitions. Essential Dynamics analysis was suc-
cessfully employed to extract the relevant information
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Fig. 2 Locations of the motion patterns highlighted in the cartoon representation of the PAS domain structure of: a Phy3; b HIF-2α

from the sampled conformational spaces. A neat sepa-
ration of the motion across the re-oriented space was
observed, defining a reduction in the space to be anal-
ysed to 6 principal directions. This is compatible with
the inclusion of more than 50% motion in the subspace,
all directions being employed with a significant amount
of variance on displacement, and the inclusion of all
anharmonic modes of motion.

Analysis of the RMSF with respect to the residue
position in the Essential Subspace allowed the defini-
tion of regions with higher mobility within each domain
(Fig. 2). The location of the obtained “motion patterns”
was in complete agreement with available experimental
evidence.

Comparison of motion patterns in the essential sub-
spaces was performed by taking, as reference, the struc-
tural alignment of the domains obtained by DALI. The
highest differentiation in the dynamic behaviour of the
PAS domains was found in the highly flexible helical
zone. Both the structural comparisons and the dynami-
cal analysis suggest that this central part of the domain
contains the specialized segment of the sequence, where
the receptive function is shifted to different parts
through proper loop length adjustment and related
changes in the dynamical properties. Interestingly, this
specialization appears to have evolved in the different
domains by following a specific trend that highlights
the occurrence of three general solutions developed to
sense external signals. Moreover, dynamic and structural
features consistent with the above three solutions were
found to be conserved also in domains not containing co-
factors; in these cases, the role of triggering signal trans-

mission was assumed by external ligands that adopted
one of these paths on entering the binding cavity.

As both experiments [69] and ED analysis evidenced,
the PYP light reception mechanism involves, in the first
stages, conformational changes in the chromophore
hydrogen-bond network at the N-terminal cap and, in
the following, signal propagation from the N-terminal
helices to extra-domain helices that are in close con-
tact. The similar location of significant flexibility in PYP
and HERG suggests for the latter the involvement of
this part of the structure both in signal reception and
propagation. On the other hand, the observed conser-
vation of motion patterns in hPASK and FixL confirms
the common involvement of the long loop between the
helical connector and the β-sheet in both ligand binding
and interdomain interactions, that was also evidenced
by NMR-based studies [70]. Interestingly, the detected
similarities between the Phy3 and the HIF-2α motion
patterns (Fig. 2), suggest that the latter could exploit
its activity by reception external signals in the cleft
between the N-terminal cap and the helical connec-
tor, where FMN exploits receptor activity in Phy3 [71].
Although a natural ligand has not been identified for
HIF-2α, based on the parallels with other PAS signaling
mechanisms (including that of the highly similar AhR),
it was hypothesized that small organic compounds can
bind the HIF-2α PAS domain and generate structural
changes that are then transmitted to the β-sheet, identi-
fied as the interface of heterodimerization. In the model
derived by the flexibility analysis, ligands are proposed
to enter the binding cavity, following the outlined path,
as a consequence of the intrinsic flexibility of the helical
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connector and its hinge loops, that dynamically open the
gate to the internal pocket.

The agreement between the homology modelling
results and the site-directed mutagenesis experiments,
along with the higher resolution of the mAhR LBD
model derived by the HIF-2 α and ARNT templates,
provides a reliable framework for developing further
hypotheses and for addressing more specific molecular
modelling studies. These will be mainly focused on com-
parisons among AhRs of different species, on ligand-
receptor interactions, and on the characterization of the
protein-protein interactions. Moreover, once annota-
tion and comparison of the dynamic properties is
extended to newly available PAS structures, it will be
possible to employ the model of receptive activity spe-
cialization presented here in order to gain insight into
AhR activation mechanisms.

Finally, the PAS superfamily analysis demonstrated
how comparison of functional motions among distant
homologous proteins with conserved fold characteristics
could give some insight into their functional specializa-
tion. On the basis of these results, a procedure to per-
form a large-scale comparison of protein flexibilities was
designed and assessed [72]. The use of a fast conforma-
tional sampling method and a simple and synthetic index
of similarity between domain flexibilities, calculated on
the residue base, have been proposed. The possibility
of identifying family relationships on the basis of the
dynamical features has been verified for a group of pro-
tein domains belonging to an ASTRAL/SCOP40 fold.

3.2 Towards the combined use of molecular dynamics
and structural prediction methods to unravel
structure-function relationships in specific protein
families

Computational methods capable of helping infer
structure-function relationships in proteins are, nowa-
days, key tools in chemical-biology due to the large and
ever increasing amount of data obtained by genome
sequencing. In fact, the efforts made, and the progress
achieved, in high throughput X-ray and NMR meth-
ods are complemented by the development and crit-
ical application of computational methods suitable to
infer three-dimensional properties of biological macro-
molecules. Prompted by these observations, we recently
undertook studies aimed at the prediction of the struc-
tural and functional properties of some proteins, using
computational methods such as homology modelling,
fold recognition and molecular dynamics simulations.
Three examples, concerning trypsins, histones and guan-
ine nucleotide exchange factors, are briefly outlined in
the following.

Trypsin-like serine proteases invariantly bind a cal-
cium ion, which has been proposed to be involved in
protein structure stabilization against thermal and pro-
teolytic degradation, such as autolysis phenomena [73].
However, the molecular details related to the role played
by the metal ion are still largely unknown. Therefore, we
carried out molecular dynamics simulations to inves-
tigate the dynamic behaviour of bovine and salmon
trypsins in calcium-bound and calcium-free forms, with
the aim of evaluating the role of the calcium ion in
trypsin three-dimensional structure and autoproteoly-
sis propensity. It turned out that calcium-free trypsins
are characterized by a more flexible structure, revealing
the molecular connection between Ca2+ binding and
autoproteolysis propensity. Our results revealed that
the removal of Ca2+ increases the flexibility of regions
around its binding site, and also leads to the channel-
ing of fluctuations to remote sites of the protein, pos-
sibly involving the interdomain loop. Moreover, it was
shown that two primary autolysis sites are strongly influ-
enced by calcium binding in bovine trypsin, whereas
Ca2+ plays a less crucial role in salmon trypsin [74].

We also recently investigated, by fold recognition
methods and molecular dynamics, histones, which are
short proteins involved in chromatin packaging. We
focused our attention on the double histone fold in
which there assemble two consecutive regions charac-
terized by the typical structure of histones, thus origi-
nating a histone pseudodimer. This fold is included in
a few prokaryotic histones and in the regulatory region
of guanine nucleotide exchange factors of the Sos fam-
ily [75]. The application of several secondary structure
predictions and fold recognition methods demonstrated
that also the viral protein gi|22788712 is compatible with
the structure of a histone pseudodimer. Further compu-
tational analyses revealed that this protein module could
retain the ability to mediate protein-DNA interactions,
and could consequently act as a DNA-binding domain,
suggesting a possible functional role in viral pathogenic-
ity for this novel double histone fold domain [76].

Another recent line of research was aimed at address-
ing structure-function relationships in Cdc25Mm, which
is a mammalian Ras-specific guanine nucleotide
exchange factor (GEF). Using homology modelling we
showed that Cdc25Mm shares with Sos-GEF the struc-
ture of the putative catalytic HI hairpin, where the
dominant negative T1184E mutation is located. In con-
junction with experimental results, our data showed that
nucleotide re-entry and Ras/GEF dissociation require
GEF regions different from the HI hairpin [77].

In parallel to the development and improvement of
prediction methods, reliable and accurate evaluation
tools are needed to check the quality of computational
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protein models. In this context, we are presently devel-
oping a computational tool in which several structural
and physical parameters that can be computed on a pro-
tein structure are weighted by a neural network, with
the aim of obtaining an empirical energy function suited
to discriminate among correct and incorrect protein
models [78].

3.3 Molecular dynamics simulations as tools
for the investigation of structural flexibility
and aggregation propensity in prion
protein peptides

Prion diseases [79,80] are a large group of fatal neuro-
degenerative disorders including Creutzfeldt-Jacob dis-
ease (CJD), Gerstmann–Straussler–Sheinker (GSS)
syndrome and fatal familial insomnia (FFI) in humans,
bovine spongiform encephalopathy (BSE) in cattle and
scrapie in sheep. Their pathogenesis appears associated
with a post-translational conversion of the prion pro-
tein from its cellular form (PrPC) to an abnormal and
infective form (PrPSc). The PrPSc form is characterized
by a high propensity to aggregate in amyloid fibrils
and a part-resistance to protease cleavage. Moreover,
in accordance with the protein-only hypothesis [81,82],
PrPSc acts as a template for the conformational modifi-
cation of PrPC units. It is still not clear whether toxicity
is related to the deposition of fibrils or to the pre-fibrillar
oligomers formed in the early steps of the aggregation,
though there is increasing evidence in favor of the sec-
ond hypothesis [83]. Spectroscopic studies (FTIR and
CD) showed that the PrPC to PrPSc conversion is char-
acterized by a decrease in α-helix (from 40 to 30%)
content and an increase in β-sheet content (from 3 to
43%) [84,85]. The three-dimensional structure of PrPC,
resolved for human and other animal species, presents a
flexibly disordered N-terminal region (23–124 segment)
and a structured globular domain (125–231 segment)
[86–88]. The flexibility of the N-terminal could con-
tribute to lower the interconversion barriers between
different secondary structure elements involved in PrPC

to PrPSc transition. Because of its complex oligomeric
nature, the PrPSc structure has still not been resolved,
although some indications of its structural preferences
have been obtained from FTIR [89], electron micros-
copy [90,91] and epitope mapping experiments [92,93].

To understand the mechanism underlying conforma-
tional transition and the aggregation process, several
prion peptides have been studied. Even so, this appar-
ently simplified approach retains objective experimental
difficulties because of the highly aggregating propensity
exhibited by such peptides. In these situations the use of
theoretical methods could be helpful, and many theoret-

ical studies concerning prion protein and peptides have
been conducted. Among such studies is also our work
aimed at investigating the conformational flexibility of
prion peptides using Molecular Dynamics techniques.

First of all, we focused our attention on the synthetic
homologue of residues 106–126 of human PrP (PrP106-
126). This peptide exhibits some properties typical of
PrPSc. These include neurotoxicity, ability to activate
astroglial and microglial cells [94–96] and a tendency to
aggregate into amyloid fibrils that are partly resistant to
protease digestion [97–99]. Moreover PrP106-126 shows
remarkable polymorphism, acquiring different second-
ary structures in different environments, as evidenced
by circular dichroism (CD) spectroscopy [100,101] and
nuclear magnetic resonance (NMR) experiments [102,
103]. These have shown that several chemical-physical
conditions, such as pH, ionic strength and solvent com-
position influence the secondary structure of the pep-
tide. Due to these properties the PrP106-126 peptide is
a widely studied model system for the in vitro investi-
gation of the pathological PrP protein. The PrP106-126
peptide consists of an N-terminal polar head (Lys-Thr-
Asn-Met-Lys-His-Met) followed by a long hydrophobic
tail (Ala-Gly-Ala-Ala-Ala-Ala-Gly-Ala-Val-Val-Gly-
Gly-Leu-Gly). Nevertheless, the strategic position of
segment 106–126 lying between the structured and
unstructured domains of the prion protein means that
this region can play a key role in the structural transi-
tion of PrPC to PrPSc. PrP106-126 peptide [103,104] and
the slightly different PrP portion, PrP109-122 [105,106],
have been the object of previous theoretical studies.

The simulations, performed on the C-amidated and
the N-acetylated peptide, were started from an ideal
α-helix, a β-hairpin modelled on the basis of X-ray study
[107] or from a completely extended conformations. The
peptides were embedded in four different solvent mod-
els: water, tetrafluoroethanol (TFE), dimethysulfoxide
(DMSO) and hexane. Moreover, as the HIS111 resi-
due could be involved in pH-induced conformational
changes of the prion protein in the pH 4–7 range [108,
109], this residue was considered both singularly and
doubly protonated to mimic neutral and acid conditions
in water and TFE.

The simulations suggest that isolated PrP106-126 is
mostly unstructured in solution [110]. The peptide can
adopt a metastable helical structure in more apolar sol-
vents, such as hexane (14%) and TFE (28%). In aque-
ous solution a mixture of β-sheet (18%) and helical
structures (11%) were observed. In DMSO solution the
peptide is effectively random coil. The range of helical
structure in different environments is in rough agree-
ment with that inferred from CD spectra. However, the
highest probability of β-sheet formation in the
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simulations was observed in water, which was not
supported experimentally.

In aqueous solution a persistent element of β-sheet
between residues 108–112 and either residues 115–121
or 121–126 was observed. At neutral pH, an α–β transi-
tion was observed in the simulations. When His111 was
protonated, mimicking acid conditions, no α–β transi-
tions were observed and the probability of β-sheet for-
mation decreased, in contrast with CD data obtained at
pH 5 in buffer solution. Also the α-helical conformation
in the region Ala113-Ala120 deduced by NMR experi-
ment at pH 3.5 was not reproduced in the simulations.
The 3JHNHα coupling constants were also estimated and
compared with experimental values for PrP106-126 in
water and DMSO. Except for the region around resi-
dues 113–119, the agreement with the experimental data
is reasonable in water. Experimentally, the 3J coupling
values in the 113–119 region are low (less than 6.0 Hz),
indicating an α-helical conformation. In the simulations,
α-helical elements were mainly observed in the hydro-
philic regions. It is interesting to note that the J cou-
pling constants calculated for residues 118–126 in water
showed similar values despite whether His111 was singly
(HIS) or doubly (HISH) protonated. This suggests that
the protonation state of His111 does not significantly
affect the conformational behaviour of the hydrophobic
tail.

Thus, these MD simulations on PrP106-126 clearly
indicate that the peptide shows conformational poly-
morphism in solution, giving support to the hypothesis
of a possible role of this fragment in the structural tran-
sition of PrPC to PrPSc in response to changes in the
local environmental conditions.

The growing evidence of the existence, for each pep-
tide, of environmental conditions (solvent, pH, temper-
ature and concentration) that promote aggregation and
fibril formation, independently of the amino acidic com-
position, feed an open debate about the nature of the
interactions mainly driving such phenomena: interac-
tions between backbones or between side chains? [111]

This evolving panorama stimulated us to extend our
investigation to other sequences related to the 106–126
residues, with the aim of deepening the side chain con-
tribution to secondary structure flexibility. At present
we are working on a comparative molecular dynamics
study on the conformational behaviour of the progres-
sively growing sequences 113–120, 106–126 and 82–146
of the human prion protein in water, TFE and hexane.

For all three peptides, simulations starting with differ-
ent initial velocities were conducted on α-helix or a com-
pletely extended conformation. For the 82–146 peptide
we also started with the left handed β-helix, in line with
the monomeric model proposed by Govaerts et al. [112].

This model was also used to build up a protofibril model
[113] on the basis of electron microscopy data [90,91],
of the truncated PrPSc (PrP27-30), and of the 106 amino
acid fibrillogenic peptide termed miniprion (PrPSc106).

The palindrome sequence 113–120 (AGAAAAGA)
falls within the hydrophobic tail of the 106–126 segment
and is highly conserved in all the species for which the
prion protein structure has been resolved. Furthermore,
from molecular modelling studies there has emerged
the possibility of its involvement in PrPC to PrPSc tran-
sition. The 82–146 sequence [114] corresponds to the
smallest amyolid unit purified from GSS brains and con-
tains the segment 90–145, highly involved in fibrillogen-
ic ability of the prion protein. In fact, residue 90 is the
N-termination of the PrP27-30 peptide, which forms by
limited proteolysis of the prion protein, and could be
seen as the starter of the infective domain. Besides, the
peptide of 106 amino acids termed PrP106 or minip-
rion, formed by residues 89–140 followed by residues
177–231, has been shown able to induce prion diseases
in transgenic mice. It has also been observed that the
deletion of the 90–145 residues prevents PrPSc forma-
tion. Finally, within this sequence there occurs a large
part of the secondary structure changes implied in the
fibrillogenic activity of the prion protein [115,116].

The conformational plasticity of these progressively
growing peptides is monitored in both absolute and rel-
ative terms (i.e. the peptide as a whole and as part
of a greater peptide) with the aim of discriminating
between aminoacid specific effects and a sequence of
cooperative effects on secondary structure flexibility in
different environmental conditions. Preliminary results
concerning the analysis of the simulations carried out on
113–120 and 106–126 peptides evidenced a reduced rela-
tive mobility of Gly114 and Gly119 in both the peptides,
and similar behaviour appears associated with the two
terminal glycines in the 106–126 sequence. From second-
ary structure data and principal components analysis, it
seems that Gly113 and Gly119 act as a sort of struc-
tural pivot, as also emerged from experiments [117].
The 113–120 sequence seems to present specific flexi-
bility, preserved also in the larger 106–126 segment, in
accordance with the experimental observation that the
palindrome sequence modulates not only the neurotoxic
activity of the 106–126 peptide but also its secondary
structure properties [118]. Definitive results, complete
with an analysis of the simulations of the 82–146 pep-
tide, will soon be presented.

The relation between the toxicity and chemical-
physical properties of amyloid peptides pertains not only
to prion diseases but also to other well known diseases
such as Alzheimer’s and Parkinson’s disease that are
characterized by the formation of amyloid aggregates
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as a consequence of conformational changes from the
native form. Although there is some evidence concern-
ing the toxicity of mature fibrils in these “conformational
diseases”, there are also studies that propose
pre-fibrillar aggregates as primary toxic species. With
the aim of contributing to a better understanding of the
aggregation mechanism and the nature of such pre-fibril-
lar aggregates we are setting up, and testing, a proce-
dure based on the use of Replica Exchange Molecular
Dynamics simulations to overcome free energy traps on
the multi peptide systems of the prion peptides 113–120,
106–126 and 82–146.

3.4 Quantum mechanical methods in bioinorganic
chemistry: the activation of small molecules in
hydrogenase and peroxidase enzyme pathways

The activation of small molecules (such as H2, O2, N2,
H2O2, NO, CO and CO2) mediated by metal ions plays
a central role in living organisms [119]. In addition, the
elucidation of structure-function relationships in
enzymes involved in small molecule processing is rel-
evant not only to better understand the molecular basis
of life processes, but also because it can drive the design
of new and more efficient catalysts to be used in tech-
nological applications.

Among enzymes known to be involved in small mol-
ecule activation, we have focussed our attention on two
families in recent years: hydrogenases and vanadium-
peroxidases, which have attracted considerable atten-
tion due to their peculiar active-site features and their
relevance in, respectively, H2 production and oxidation
chemistry.

Hydrogenases are enzymes that catalyze the revers-
ible oxidation of dihydrogen, and invariantly contain
transition metal ions. Two classes of hydrogenases have
been extensively characterized. NiFe-hydrogenases are
characterized by an active site where a nickel ion is coor-
dinated by four cysteines, two of which are coordinated
also to an iron ion. Biologically unusual ligands such as
CO and CN complete the iron coordination environ-
ment. The active site of Fe-hydrogenases is formed by
an unusual Fe6S6 cluster which is formed by a regular
Fe4S4 cluster bridged by a cysteine residue to a binucle-
ar subcluster where dihydrogen activation should take
place [120,121].

Even though extensive experimental efforts aimed at
disclosing the structural, electronic and reactivity char-
acteristics of these enzymes have revealed many crucial
aspects of hydrogenase chemistry [122] the elucidation
of several key issues has benefited tremendously from
theoretical studies. The reader is referred to a recent
review for a full coverage of the topic [123].

Vanadium haloperoxidases (VHPOs) are enzymes
that catalyze the oxidation of halide ions by hydro-
gen peroxide to the corresponding hypohalous acids.
In addition, several peroxo-vanadium complexes have
been shown to be good functional models of VHPO
[124,125] and are capable of performing a variety of oxi-
dation/oxygen transfer reactions. Some insight into the
structural features of the inorganic cofactor and its envi-
ronment has been obtained by X-ray diffraction of the
VClPO from the pathogenic fungus Curvularia Inaeq-
ualis [126,127]. In the native state, the vanadium ion is
characterized by trigonal bipyramidal geometry, where
three oxygen atoms belong to the equatorial plane and
one oxygen occupies an axial position. The other apical
ligand is His496, which links the metal ion to the pro-
tein, whereas Lys353, Arg360, His404 and Arg490 are
involved in hydrogen bonds with the oxygen atoms of
the cofactor. In the peroxo derivative of the enzyme,
the cofactor is characterized by strongly distorted tri-
gonal bipyramidal geometry, with two oxo type oxygen
atoms and one peroxo atom in the equatorial plane,
while His496 and the other peroxo atom occupy axial
positions.

A thorough coverage of DFT implementation,
strength and limitations was reviewed recently [128–
134]. The hybrid three parameter B3LYP and the pure
BP86 functionals have been the most widely used func-
tionals to investigate hydrogenase and halo-peroxidase
models. In fact, both B3LYP and BP86 reproduced
experimental geometries with high accuracy, and also
reaction energies have been found in good agreement
with experimental data, though in some cases (see
below) the computed values were dramatically affected
by the adopted functional. More specifically, in our
recent studies, geometry optimizations and transition
state searches have been carried out using the pure func-
tional BP86 [135,136].

The first investigation in the field of hydrogenases car-
ried out by our group was aimed at addressing the struc-
tural and electronic properties of the NiFe-hydrogenase
active site in the different intermediate species formed in
the catalytic cycle. In fact, several experimental
approaches used to characterize paramagnetic interme-
diates could not be exploited for the characterization
of diamagnetic forms, and, consequently, the structural
and electronic properties of the Ni(II) intermediate spe-
cies were even more elusive and controversial. We have
shown that the µ-H species has the proper stereochem-
ical features to correspond to the so-called Ni-C and
Ni-R states [137,138]. Later, these conclusions were
supported by other theoretical studies and also by exper-
imental results [139]. According to our proposal, the
heterolytic cleavage of dihydrogen takes place by a
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nucleophilic addition mechanism involving one of the
cysteine ligands coordinated to the Ni centre.

Another controversial issue of NiFe-hydrogenase
chemistry is related to the ground state of the Ni(II)
ion in the Ni-SI and Ni-R intermediate species. In fact,
spectroscopic data have, until recently, been considered
compatible with a diamagnetic ground state for Ni(II).
However, recently reported nickel L-edge soft X-ray
data have suggested the involvement of high spin Ni(II)
forms in the catalytic cycle, and this observation has
stimulated more theoretical studies carried out within
DFT. Moreover, the observation that B3LYP predicts
the wrong multiplicity of the ground state for some tran-
sition metal complexes [140] has prompted efforts to
test, and possibly tune, functionals for their use in the
investigation of these issues [141–143]. In this context,
we recently investigated the structural and electronic
properties of high- and low-spin [Ni(II)S4] complexes,
as well as Ni(II)Fe(II) models of the NiFe-hydrogenase
active site, concluding that BP86 is well suited to describe
the structural features of this class of compounds,
whereas the prediction of the relative stability of low-
and high-spin states is still problematic [144].

As for Fe-hydrogenases, with the aim of unravelling
some of the key properties of the Fe-hydrogenase active
site, we initially investigated the H2, H+ and H2O ad-
ducts of [(µ-PDT)Fe2(CO)3(CN)2(CH3S)]−, which is a
model of the binuclear site found in the Fe-hydrogenase
active site (Fig. 3) [145,146]. These studies contributed
to the characterization of the reactivity properties of the
binuclear cluster, leading to the conclusion that m-H
species can be formed easily upon interaction between
H+ and H2 with the metal cluster. Very recently, the
investigation of intermediate species formed in the cat-
alytic cycle was extended to models more closely resem-
bling the enzyme active site. In particular, Density func-
tional theory was used to compare reaction pathways
for H2 formation and H+ reduction catalyzed by mod-
els of the binuclear cluster found in the active site of [Fe]
hydrogenases. Terminal H+ binding to an FeI-FeI form,
followed by monoelectron reduction and protonation of
the di(thiomethyl)amine ligand, can conveniently lead
to H2 formation and release, suggesting that this mech-
anism could be operative within the enzyme active site.
However, a pathway that implies the initial formation of
FeII–FeII–H species and release of H2 from the FeII–
FeI form is characterized by only slightly less favoured
energy profiles. In both cases, H2 formation becomes
less favored when taking into account the competition
between CN and amine groups for H+ binding, an obser-
vation that can be relevant for the design of novel syn-
thetic catalysts. H2 cleavage can take place on FeII-FeII
redox species, in agreement with previous proposals

Fig. 3 DFT (B-P86/TZVP on all atoms) optimized transition
state structure of the di-hydrogen splitting reaction carried out by
a model of the [Fe] only Hydrogenase cofactor. Dashed line shows
the reaction coordinate. Atoms are coloured according to the fol-
lowing scheme: H, white; C, green; N, blue; Fe, pale blue; S, yellow

[147] and, in complexes characterized by terminal CO
groups, does not need the involvement of an external
base. The step in H2 oxidation characterized by larger
energy barriers corresponds to the second H+ extrac-
tion from the cluster, both considering FeII–FeII and
FeII–FeIII species. A comparison of the different reac-
tion pathways reveals that H2 formation could involve
only FeI–FeI, FeII–FeI, and FeII–FeII species, whereas
FeIII–FeII species might be relevant in H2 cleavage.

Another puzzling aspect related to the structure of
the Fe-hydrogenase active site is the X-ray structure
of the fully reduced binuclear cluster. In fact, biomi-
metic models are generally characterized by structures
featuring terminal CO groups and compatible with an
Fe–Fe bond, whereas in the enzyme a CO group bridges
the metal centre and, consequently, a vacant coordina-
tion site where H2 is thought to bind appears on the
iron centre distal to the Fe4S4 cluster. To contribute to
addressing this issue we studied the factors affecting the
structural and electronic properties in a series of com-
plexes characterized by the general structure
[Fe2(µ-PDT)(CO)3(CN)2L], where the ligand L was sys-
tematically replaced by groups with different σ-donor
and π-acceptor character. The results led to the conclu-
sion that the substitution in the parent complex
[Fe2(µ-PDT)(CO)6] of CO ligands with two CN and an
electron donor L ligand is sufficient to modify the struc-
ture of the bimetallic cluster from a pseudo-symmetrical
edge-bridged square pyramid to a µ-CO species charac-
terized by a vacant coordination site on the distal Fe ion.
The influence of the electronic properties of L on the
chemistry of the bimetallic cluster suggested also that
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the oxidation state of the [Fe4S4 cluster] could affect
the structural and electronic properties of the binucle-
ar cluster, possibly modulating the relative stability of
µ-CO and CO-unbridged species [148].

In addition, we also recently reported the DFT char-
acterization of Fe6S6 models of the whole cluster found
in the active site of Fe-hydrogenases [149], as well as
more extended models of the active site [150]. Along
these lines, QM/MM investigations of the protein sys-
tems are currently underway in collaboration with Pro-
fessor Ryde (Lund University, Sweden).

DFT was also used by our group to address problems
related to the reactivity of synthetic biomimetic hydrog-
enase models. As an example, the systematic experi-
mental and computational study of diferrous dicyano
dithiolates showed that the oxidation of [Fe2(S2C2H4)

(CN)2(CO)4]2− in the presence of cyanide and tertiary
phosphines and of Fe2(S2C2H4)(CO)4(PMe3)2 in the
presence of cyanide affords a series of diferrous cya-
nide derivatives that bear a stoichiometric, structural,
and electronic relationship oxidized state of Fe-only
hydrogenases. DFT calculations revealed that the most
stable isomers of Fe2(S2C2H4)(µ-CO)(CN)2(PMe3)2
(CO)2 have cyanide trans to µ-CO, an relevant obser-
vation to understand the properties of the CO inhibited
form of the enzyme [151].

Density functional theory was also used to investi-
gate the reaction between H2 and [Ni(NHPnPr3)(‘S3’)]
or [Pd(NHPnPr3)(‘S3’)], where ‘S3’ = bis(2-sulfanyl-
phenyl) sulfide(2-), which are among the few synthetic
complexes featuring a metal coordination environment
similar to that observed in the [NiFe] hydrogenase active
site and capable of catalyzing H2 heterolytic cleavage.
The results allowed us to unravel the reaction mech-
anism, which is consistent with an oxidative addition-
hydrogen migration pathway for [Ni(NHPnPr3)(‘S3’)],
whereas metathesis is also possible with [Pd(NHPnPr3)

(‘S3’)]. Unexpectedly, H2 binding and activation implies
structural reorganization of the metal coordination envi-
ronment. It turns out that the structural rearrangement
in [Ni(NHPnPr3)(‘S3’)] and [Pd(NHPnPr3)(‘S3’)] can
take place due to the peculiar structural features of the
Ni and Pd ligands, explaining the remarkable catalytic
properties. However, the structural reorganization is the
most unfavourable step along the H2 cleavage pathway
(�G > 100 kJ mol−1), an observation that is relevant for
the design and synthesis of novel biomimetic catalysts
[152].

In another conceptually similar study, we used the
density functional theory (DFT) to dissect the overall
CN/CO substitution pathway on the {2Fe3S} complex
[Fe2(CO)5{MeSCH2C(Me)(CH2S)2}], in terms of the
energetics and structures of transition states,

intermediates and products. We show that the formation
of bridging CO transition states is explicitly involved in
the intimate mechanism of dicyanation. The enhanced
rate of monocyanation of {2Fe3S} over the {2Fe2S} spe-
cies [Fe2(CO)6{CH2(CH2S)2}] was found to rest with
the ability of the thioether ligand to both stabilize a
m-CO transition state and act as a good leaving group.
In contrast, the second cyanation step of the {2Fe3S}
species is kinetically slower than for the {2Fe2S} mon-
ocyanide because one of the Fe atoms is deactivated
by the coordination of the electron-donating thioether
group. It also turned out that the intermediate species
formed in the second cyanation step of {2Fe3S} species
is a µ-CO species, confirming the structural assignment
made on the basis of FT-IR data [153]. In a wider con-
text, the study provides some insight into the reactivity
of dinuclear systems in which neighbouring group on-
off coordination can play a role in substitution pathways
[154].

To shed light on structure–function relationships in
the vanadium haloperoxidase enzyme family, we
recently used DFT to investigate the structural and elec-
tronic properties of complexes related to the resting
form of the active site of vanadium haloperoxidase, as a
function of environment and the protonation state. The
results highlight the influence of environment and the
protonation state on the structure and stability of the
metal cofactor. The study showed that, in the trigonal
bipyramidal active site where one axial position is occu-
pied by a key histidine, the trans position cannot contain
a terminal oxo group. Moreover, protonation of at least
one equatorial oxo ligand appears necessary to stabilize
the metal cofactor. The study also indicated that, while
at rest within the protein, the vanadate unit is most likely
an anion with an axial hydroxide and an equatorial plane
containing two oxos and a hydroxide. For the neutral,
protonated state of the vanadate unit, two isomers were
characterized. The first structure features an axial water
with two oxo and one hydroxo group in the equatorial
plane. The second structure contains an axial hydroxo
group and an equatorial plane composed of one oxo and
two hydroxo oxygen atoms. These two species are not
significantly different in energy, indicating that either
form may be important during the catalytic cycle [155].

In a following study, DFT was used to investigate
structural, electronic and reactivity properties of
complexes related to the peroxo forms of vanadium
haloperoxidases. In particular, the reactivity of the
cofactor as a function of protonation state and envi-
ronment, which are two factors thought to be crucial
in modulating the activity of the enzyme, was exam-
ined. The results highlighted the role of protonation in
the activation of the peroxo-vanadium complexes, and
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Fig. 4 DFT (B-P86/TZVP on all atoms) optimized transition
state structure of dimethyl sulphide oxidation performed by a
model of the Vanadium Chloroperoxidase cofactor. A methyl-
amine molecule (extreme left) was employed to model a lysine res-
idue that is fundamental to turnover efficiency. Dashed line shows
the reaction coordinate. Atoms are coloured according to the fol-
lowing scheme: H, white; C, green; N, blue; Fe, pale blue; S, yellow

showed that the oxo-transfer step involves the
unprotonated axial peroxo oxygen atom which is easily
accessible to substrates in the peroxo form of the
enzyme. The role of Lys353, which in the X-ray structure
of the peroxide-bound form of vanadium chloroperoxi-
dase is hydrogen bonded to the equatorial oxygen atom
of the peroxo group, was also explored, leading to the
conclusion that Lys353 can play a role similar to a H+ in
the activation of the peroxo form of the cofactor (Fig. 4)
[156].

We are presently extending our DFT investigation of
the catalytic properties of VHPO with the aim of char-
acterizing other relevant intermediate species formed in
the catalytic cycle. To this end we are planning to study
more extended models, using QM/MM approaches, and
compare experimental spectroscopic data with the cor-
responding computational results obtained within the
time-dependent DFT theoretical framework.

3.5 Developing and applying suitable strategies
for variable reduction in 3D-QSAR investigations:
the defibrillogenic activity of tetracyclines

A number of methodologies for Three Dimensional
Quantitative Structure Activity Relationships

(3D-QSAR) that offer the possibility of dealing with
ligand–receptor interactions in three dimensions have
been developed [10–17]. These methodologies can be
classified as global or local, depending on the descrip-
tors selected to outline the characteristics of the 3D dis-
tribution of molecular interaction fields.

Global approaches are based on a few descriptors
that summarize the field characteristics. In this frame-
work, we developed a new methodology, based on the
Grid Weighted Holistic Invariant Molecular (G-WHIM)
descriptors, that summarize all the information of the
whole field distribution in terms of a small number
of dimension and shape indexes [157]. A drawback of
global approaches is that the relationships between bio-
logical activity and the field values in the different
regions around the molecule cannot be shown, thus it is
often difficult to give a physical meaning to the model.

On the contrary, this information is contained in the
local models where the QSAR descriptors are the val-
ues assumed by the interaction field in the 3D grid
embedding the molecule. Among the local approaches,
the CoMFA method [158] is certainly the most popular.
Molecular alignment is probably the most crucial prob-
lem of local methods in 3D-QSAR analyses, as all these
methods require an alignment criterion before develop-
ing the quantitative model. Poor alignment can result in
an inadequate statistical model. An underlying assump-
tion in QSAR analyses is that all molecules in the data
set showing high activity bind to their receptor in a simi-
lar way. If the molecules present similar molecular skel-
etons or similar binding groups, molecular alignment
can be performed by skeleton or binding group super-
imposition i.e. the pharmacophore using the most active
compound in the series as a template. Alternatively, the
alignment can be performed on the basis of similarities
in 3D interaction fields.

In addition to this problem, the local methods must
consider thousands of descriptors, i.e. the property val-
ues calculated in the 3D grid where the molecule is
embedded. However, there is a conflict between using
many grid points to produce a more accurate descrip-
tion of the interaction field and the notion of keep-
ing the number of variables low to reduce the noise
in the model. Well-suited strategies have been proposed
[23,24] to select only those descriptors likely to yield
regression models with predictive ability. However, the
high number of independent variables makes it difficult
to extract chemical information relevant to the quanti-
tative structure-activity problem.

To overcome this problem, we proposed a new local
variable reduction technique (named Statistical Extrema
for Structure Activity Model Evaluation, SESAME)
[25], based on the selection of grid points where suitable
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statistical indexes of the interaction potential distribu-
tions assume a local maximum (or minimum) value. The
standard deviation (SD) of the interaction potential val-
ues of all the molecules in the grid points, as well as
any correlation index between the potential values and
the biological activities can be considered. Among the
different correlation indexes, the Pearson coefficient,
the Spearman rank correlation index and the entropy
of Shannon can be used. The index used depends on
the activity data: the Pearson coefficient can be used
when quantitative activity data are available; the Spear-
man index, when only activity ranks are available; the
entropy of Shannon, when only classes of activity are
defined.

The methodology was initially applied to the steroid
data set, often used as a benchmark to compare new 3D
QSAR methodologies [17].

Briefly the methodology can be outlined as follows.
For a set of properly aligned molecules the Molecu-
lar Electrostatic Potential (MEP) and the non-bonded
(van der Waals) interaction energy values are calculated
in a 3D grid of points embedding all the molecules.
Points within the surface, obtained as the envelopment
of the van der Waals surfaces of all the molecules, are
neglected; at each point outside the surface, proper sta-
tistical indexes are calculated, i.e. the standard devia-
tion of the interaction potentials and/or the correlation
between the vector of the interaction potential values
generated by each molecule and the vector of the bio-
logical activities.

To avoid the selection of physically meaningless
points, and to retain only relevant descriptors for QSAR
modelling, selection is performed by retaining only those
grid points that satisfy the following conditions: (a) the
standard deviation of the interaction potential values
must be greater than a predefined threshold; (b) the
statistical index value must be greater or equal to a pre-
defined threshold; (c) the statistical index must be a
local maximum or minimum with respect to the first and
second nearest points. Thus, the reduction procedure
selects only those grid points likely to yield regression
models with predictive ability as independent variables
for the QSAR models.

The best least squares regression models are searched
for by using the Genetic Algorithm-Variable Subset
Selection (GA-VSS) approach [54,55]. This method can
individualize the best correlation models through a
selection of the independent variables truly correlated
with the response variable. Selection is performed by
the leave-one-out cross validated regression coefficient,
Q2

LOO. Finally, a fully cross-validated regression coeffi-
cient, Q2

20%, with 20% cancellation groups, is calculated
for the most effective models.

The variables that appear in the final model allow the
identification of the regions around the molecules that
are most relevant for the binding process.

Here we present the preliminary results of a
3D-QSAR study carried out to identify the stereoelec-
tronic features required for the observed defibrillogenic
activity toward aggregates of the PrP106-126 peptide for
tetracycline itself and 14 tetracycline derivatives.

Recently, different classes of compounds [159] were
identified as being able to antagonize prion propagation
in cellular and/or animal models of the Transmissible
spongiform encephalopathies (TSEs), or prion
disease. Among these, tetracycline and its analogues
were found to affect prion infectivity [160] and present in
vitro anti-amyloidogenic activity [161]. Tetracycline was
found, by fluorescence and NMR spectroscopy, to bind
to PrP aggregates and to oligomeric forms of synthetic
PrP peptides [162]. Moreover, the ability of tetracycline
to prevent aggregation and acquisition of protease resis-
tance of PrP peptides, and to disrupt PrP peptides aggre-
gates [162], was observed.

Tetracyclines are a group of structurally-related anti-
biotics with well characterized pharmacological and
pharmacokinetic properties [163]. These molecules have
five asymmetric centres on a common hydronaphtha-
cene moiety containing four fused rings [164,165]. The
main features required for antibacterial activity are well
established [163] and, according to these, the clinically
used tetracyclines present various substitutions at the 5,
6 and 7 positions.

The chemistry of tetracyclines in solution is quite
complicated due to their ability to adopt different pro-
tonation states, tautomeric forms, and conformations
depending on the pH, the presence of metal cations,
and the solvent [164–167].

At present, the defibrillogenic mechanism of action
of tetracycline derivatives is unknown. A better under-
standing of the stereoelectronic features of tetracyclines
involved in their anti-prion activity could help char-
acterize their action mechanism, and may lead to the
design and synthesis of new analogues with better anti-
amyloidogenic, pharmacological and financial profiles
and devoid of antibiotic effects.

The conformational space of the considered tetracy-
clines was previously investigated [167] in aqueous solu-
tion by the Monte Carlo Multiple Minimum method
[168,169], using the MM2* force field in combination
with the generalized Born-solvent accessible surface
area continuum solvation model [170,171], as imple-
mented in the MacroModel 7.2 release [172] within the
Maestro molecular modelling interface [173]. All the
compounds were considered in their neutral proton-
ation state and in the zwitterionic form, in which the
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Fig. 5 Descriptors entering the 3D-QSAR model of the defibrillogenic activity of tetracycline data set: spatial disposition around the
tetracycline aligned structures

hydroxyl group at C3 is deprotonated while the adjacent
4-Nme2 group is protonated. An analysis of the confor-
mational flexibility of the tetracycline derivatives did
not provide a geometrical pharmacophore model able
to justify the differences observed in the defibrillogen-
ic activity; for this reason, we performed a 3D-QSAR
analysis of the tetracycline defibrillogenic activity on the
PrP106-126 aggregates.

The variable reduction step, achieved by SESAME
on 200,000 3D grid points, provided 173 points where
the Pearson correlation coefficient assumed local max-
ima or minima: the interaction potential values at these
points were used as descriptors in the search for the best
QSAR models.

The population of best models obtained by GA-VSS
was then analysed, searching for models with high pre-
dictive power, physical meaning, and stability to the
increase of the number of variables contained in the
models. One set of models presents the desired proper-
ties and exhibits good statistical quality, both in fitting
and prediction, in the calculated values of defibrillogen-
ic activity (the Q2

LOO values range between 0.970 and
0.927). Model quality increases with increasing numbers
of variables, and the models are stable to the increase
in the number of variables, i.e. the descriptors pres-
ent in the best 4-variable model are also included in
the best 5-variable model, and so on. Moreover, these
models include points with maxima or minima values

of RVDW and RMEP, highlighting the relevance of both
steric and electrostatic terms in tuning the defibrillogen-
ic activity of the molecules.

Inspection of the descriptors entering the models
allowed us to highlight the influence several structural
and electronic parameters have on defibrillogenic activ-
ity (Fig. 5): (a) the electronic effects of substitution at the
aromatic ring (RMEP1); (b) the electronic effect of the
hydroxyl group at position C5(RMEP2); the steric effect
of the hydroxyl group at position C6(RVDW3, 5, 6); (c)
the steric hindrance arising from the bulky dimethylam-
monium group when the stereochemical configuration
at C4 is epi (RVDW4).

In conclusion, these models are able to correlate the
electronic and steric differences of the 15 considered tet-
racyclines with defibrillogenic activity. Thus, these mod-
els could be used to predict new tetracycline derivatives
with enhanced defibrillogenic activity and be used for
future drug development.

4 Conclusions

Several biological processes have been faced at the
molecular level using different computational
approaches, ranging from Molecular Dynamics simu-
lations, Quantum Mechanical methods and 3D Quan-
titative Structure–Activity Relationships. The findings
highlight the capability of the adopted methodologies
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to bring important improvements to the elucidation of
the mechanisms underlying the different biological pro-
cesses.

The information obtainable from the different meth-
ods should appear better integrated in future work, par-
ticularly the combined use of Molecular Dynamics and
homology modelling methods which appears very prom-
ising towards finding structure–function relationships in
specific protein families.

Quantum mechanical calculations in the field of Bio-
inorganic Chemistry will particularly address the search
for suitable QM/MM protocols that will also include the
long range effects caused by the protein environment.
Indeed, studies are presently in progress, the aim being
to obtain an accurate description of the enzyme reaction
path.

Finally, structural prediction methods could be used
to provide molecular models which would validate
QSAR results when protein structure is lacking.
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